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Abstract

Cloud service providers increasingly adopt SmartNICs to of-
fload data-plane services (e.g., DPDK and SPDK) and control-
plane tasks (such as disk and NIC initialization). Our analy-
sis of production environments reveals that data-plane ser-
vices statically provision CPUs for peak load, resulting in
67.5% idle CPU cycles during 99% of their runtime in IaaS
clouds, leading to wasted CPU resources. On the other hand,
control-plane tasks fail to meet critical Service Level Objec-
tives (SLOs), such as virtual machine startup time. Unfortu-
nately, achieving control-plane SLO improvements through
co-scheduling with idle data-plane services remains highly
challenging, due to the combined effects of intrinsic sched-
uling latency and the substantial architectural complexity
inherent to control-plane ecosystems.

We present Tai Chi, a hardware and software co-designed
scheduler that coordinates control-plane tasks and data-
plane services through a SmartNIC-accelerated hybrid virtu-
alization. This hybrid framework unifies physical and virtual
CPUs within a single OS while providing native inter-process
communication semantics among all tasks. By achieving
microsecond-scale scheduling precision, it reduces control-
plane operation latency by 3.1x (e.g., VM startup) while
maintaining data-plane SLO compliance, imposes negligible
scheduling overhead, and requires zero code modifications
to legacy control-plane systems. Its cross-platform SmartNIC
compatibility enables seamless and transparent deployment
in the production environment, demonstrating compelling
advantages over prior solutions in hyperscale cloud infras-
tructure.
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1 Introduction

Major cloud providers [2, 9, 41] leverage SmartNICs (AWS
Nitro [40], Alibaba CIPU [10], and Azure SmartNIC [16]) to
offload data-plane (DP) services and control-plane (CP) tasks
to pursue high performance. DP services (such as DPDK [15]
and SPDK [43]) optimize I/O processing performance. CP
tasks primarily handle device management, performance
monitoring, and infrastructure-level management (§ 2.3).

To prevent interference, CPU resources on SmartNICs are
statically partitioned between DP services and CP tasks. This
strategy prioritizes DP services by reserving CPUs based on
their peak load to ensure data-plane SLOs (such as latency
and IOPS), resulting in 67.5% CPU cycle wastage (§ 3.1). How-
ever, a critical yet overlooked issue is the growing number
of SLO violations in critical CP tasks such as VM startup la-
tency (§ 3.1). This is because the faster growth rate in server
CPU and VM density compared to SmartNIC CPUs results
in higher CP workload intensity.

Existing approaches [17, 21, 23, 29, 36] co-schedule best-
effort tasks with latency-critical tasks to utilize idle CPU
cycles. However, they face five fundamental Constraints
when applied to SmartNIC-based DP services and CP tasks
in production environments. C1: Neglect of control-plane
SLOs. Existing systems treat best-effort tasks as low-priority
and latency-insensitive. However, CP tasks require strict
SLOs (§ 3.1), fundamentally differing from best-effort tasks
and necessitating distinct handling. C2: DP tail latency spikes
from CP non-preemptible routines. CP tasks contain numer-
ous ms-scale non-preemptible routines (§ 3.2) with execution
time up to three orders of magnitude longer than the ps-scale
I/O packet processing latency. These CP routines prevent
the kernel scheduler from promptly responding to bursty
DP requests, resulting in significant long-tail latency spikes
in DP services. C3: Intrusiveness of CP modifications. Cloud
environments typically host 300 - 500 heterogeneous CP
tasks (§ 3.2). Implementing large-scale code modifications
for these tasks is impractical in hyperscale server fleets. C4:
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Incompatibility with SmartNIC hardware. Prior work rely-
ing on new hardware features (e.g., UINTR) lacks support
in modern SmartNIC CPUs. C5: Non-negligible scheduling
overhead. Conventional scheduling methods incur additional
CPU resource consumption, making them unsuitable for de-
ployment in resource-constrained environments like Smart-
NICs.

Our key insight lies in encapsulating DP services and
CP tasks via virtualization technology [1, 12, 47] to seam-
lessly achieve ps-scale scheduling latency while addressing
C1 through C4. However, virtualization incurs both resource
and performance overhead (C5). Through hybrid virtualiza-
tion with hardware-software co-design, we demonstrate that
all constraints can be effectively eliminated, including C5.

To enable efficient co-scheduling of DP services and CP
tasks on SmartNICs in hyperscale clouds, we propose a gen-
eral scheduling framework, called Tai Chi, which achieves
the following goals.

Substantial CP performance improvement. Tai Chi ex-
ecutes CP tasks on virtual CPUs and leverages idle CPU
cycles from DP services to run virtual CPUs, a strategy that
simultaneously boosts CP performance (e.g., faster VM star-
tups) during CP task bursts and elevates overall resource
efficiency.

Negligible impact to DP performance. By encapsulating
CP tasks in preemptible virtual CPU contexts, Tai Chi breaks
their ms-scale non-preemptible routines, eliminating latency
spikes for DP services and achieving ps-scale preemption.
Furthermore, Tai Chi runs DP services directly on physical
CPUs, ensuring native DP performance.

Minimized system overhead. Tai Chi proposes a hybrid
virtualization framework where virtual and physical CPUs
share a single OS, eliminating virtualization resource taxes
for device emulation and guest OS. To eradicate virtualization
performance taxes caused by (de)scheduling virtual CPUs,
Tai Chi introduces a hardware-software co-designed work-
load probe to precisely predict I/O workload arrivals before
DP processing begins. This provides a scheduling window
for virtual CPU switching prior to DP workload handling.
Full transparency. A small yet delicate modification in
the OS seamlessly enables interrupts between virtual and
physical CPUs (IPIs), allowing virtual CPUs to communicate
directly with physical CPUs. This eliminates the need for
code modifications in CP tasks while enabling native IPC
semantics between CP and DP.

Full SmartNIC compatibility. Tai Chi provides comprehen-
sive support for mainstream DP services (including DPDK
and SPDK), accommodates arbitrary CP tasks in any quan-
tity or type, and is deployable across major SmartNIC plat-
forms. (e.g., NVIDIA BlueField-3 [35], Intel IPU [19], Alibaba
CIPU [10], Azure SmartNICs [16]). These platforms inher-
ently support programmable I/O hardware accelerators to
implement our hardware-software co-designed workload

Bang Di et al.

probe, along with virtualization capabilities to enable Tai
Chi’s hybrid virtualization framework.

The main contributions of this paper are:

e We characterize real-world DP services and CP tasks
deployed on SmartNICs in production environments,
shedding light on the design principles for high-efficiency
scheduling frameworks.

e We propose Tai Chi. It implements a hybrid schedul-
ing framework that unifies physical and virtual CPUs
within a single OS. By introducing a hardware-software
co-designed workload probe, it eliminates virtualiza-
tion scheduling tax while achieving microsecond-scale
scheduling flexibility under low-resource constraints.
This design ensures SLO compliance for both control
and data planes while supporting large-scale produc-
tion deployment.

e We analyze production data to demonstrate the com-
pelling benefits Tai Chi has delivered over three years
of deployment at one of the top-tier cloud providers.
Tai Chi improves critical CP task performance (such
as VM startup time) by up to 3X while incurring only
an average 0.7% overhead on DP services.

To our knowledge, this work represents the first solution
ensuring SLO compliance for both DP services and CP tasks
leveraging virtualization technology while supporting large-
scale deployment in production SmartNICs. No prior studies
have achieved all these advantages simultaneously.

2 Background
2.1 Virtualization

Major CPU vendors provide hardware-assisted CPU virtu-
alization technologies such as Intel VT-x [47], which intro-
duces preemptible virtual CPU contexts and utilizes hardware-
automated state transitions for virtual CPU (vCPU) schedul-
ing on physical CPUs. This virtualization capability has be-
come a standard feature in modern x86 [1, 47] and ARM [12]
architectures, including SmartNIC CPUs.

Cloud service providers (CSPs) utilize virtualization tech-
nologies to create multiple virtual machines (VMs) on a sin-
gle physical host, enabling resource sharing and isolation
across multi-tenant environments. The number of virtual
machines (VMs) per physical host, also known as instance
density, varies across deployment models. (1) The normal
instance density: VMs employ dedicated CPU resources (e.g.,
192 physical CPUs supporting 96 instances with 2 vCPUs
each). (2) The high instance density: platforms achieve 4x
higher density (384 instances per 192 CPUs node) through
CPU over-provisioning techniques.

2.2 T/0 Acceleration

Bare-metal scenario. In this scenario (shown in Figure 1a),
a single tenant exclusively occupies all compute resources.
Most academic works [17, 21, 23, 29, 36] focus on accelerating
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I/0 packet processing (networking and storage) in this setup.
They leverage user-space I/O frameworks like DPDK (SPDK
is identical with DPDK in all scenarios, and we use DPDK
as an example to demonstrate) to bypass the kernel and
communicate directly with NICs, while designing custom
schedulers to balance latency-critical (LC) performance (e.g.,
memcached) with best-effort (BE) task scheduling (e.g., batch
jobs) for improved CPU utilization.
VM scenario. To enable multi-tenant hardware sharing and
reduce costs, CSPs employ virtualization. However, tenant
VMs cannot directly access physical NICs and instead use
QEMU-emulated virtual NICs (vNIC). Early CSPs address
I/O acceleration by co-locating DPDK with QEMU and KVM
on the host (shown in Figure 1b). While this provides I/O
acceleration for latency-critical applications across VMs, it
introduces latency spikes due to resource contention (e.g.,
CPU scheduling priority mismatches) between DPDK and
host processes like QEMU.
VM scenario with SmartNICs. SmartNICs provide CSPs
with opportunities to mitigate interference and enhance I/O
performance through hardware-software co-design. Smart-
NICs incorporate a limited number of general purpose cores
(ARM or x86 cores) and programmable I/O hardware accel-
erators (FPGA or ASIC) on a compact PCI device. General
purpose cores support to run full-fledged operating systems,
enabling DPDK offloading to eliminate resource contention-
induced latency spikes. To further eliminate latency spikes
caused by internal interferences in DPDK, CSPs partition
DPDK into two components (shown in Figure 1c). (1) DP
services: they statically reserve the majority of cores for
latency-sensitive I/O processing and leverage programmable
I/O hardware acceleration to further optimize performance.
(2) CP tasks: CP tasks manage device operations through
coordination with QEMU on the host, focusing on control-
path functions. Upon a VM launch request, the CSP selects a
suitable server from its resource pool. Then, CP tasks and
DP services collaborate to provision IO devices, after which
the host’s QEMU is notified to instantiate the VM (§ 2.3).
This design pattern has been widely adopted in production
environments (e.g., AWS Nitro [40], Azure SmartNIC [16],
and Alibaba CIPU [10]) and commercial SmartNIC solutions
(e.g., NVIDIA BlueField-3 [35] and Intel IPU [19]).

2.3 Data-plane and Control-plane

Data-plane 1I/O path. Figure 1c (blue arrow) shows data-
plane I/O path with SmartNICs. The programmable I/O accel-
eration hardware in SmartNICs enables multiple emulated
NICs (eNIC) and is attached to the physical machine via
PCle, then directly passed through to VMs (@). I/O requests
from the device driver to the eNIC are first preprocessed and
accelerated by the SmartNIC’s programmable accelerator,
then processed by the data-plane service (@), and finally
forwarded to the NIC for transmission (€) and @).
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Figure 1. I/O accelerating architectures across three deploy-
ment models: (a) bare-metal with an exclusive NIC, (b) VMs
with virtual NIC, and (c¢) VMs with SmartNICs.

Control-plane tasks. CP tasks primarily consist of three
categories. (1) Device Management: Initialize/Deinitialize
resources for emulated devices; these operations critically
influence virtual machine (VM) creation and destruction.
(2) Performance monitoring: they collect SmartNIC opera-
tional metrics (e.g., eNIC throughput, CPU utilization, power
consumption) for load balancing and preserve logs. (3) CSP
orchestration: they interface with cluster management soft-
ware through secured APIs to coordinate infrastructure-level
operations. CP tasks have to run on SmartNICs due to their
tight coupling with DP operations and SmartNIC manage-
ment and monitoring infrastructure. Unlike best-effort tasks,
CP tasks require frequent OS interactions through system
calls, thereby inheriting OS scheduling latencies resulting
from non-preemptible routines (§ 3.2).

As an example, Figure 1c (red arrow) shows VM creation
process via CP tasks. The cluster management software first
issues commands to the CP tasks with required device spec-
ifications (€)). These tasks parse the instructions (@) and
coordinate the data-plane to complete device initialization
(®). Once initialized (@), CP tasks notify QEMU to trigger
VM creation (@) and subsequently monitor SmartNIC and
device performance. This workflow demonstrates that CP
tasks directly impact VM startup SLOs, as device initializa-
tion by these tasks is a prerequisite for VM instantiation.

3 Motivation

3.1 Challenges and Opportunities in Production
Environments

CPU shortage of CP tasks. To guarantee I/O SLOs, static
partitioning of CPU resources between DP services and CP
tasks is implemented to avoid interference. This strategy
prioritizes DP services by reserving CPUs based on their
peak load to ensure DP SLOs. However, CP tasks involving
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Figure 2. The average VM startup time and CP task exe-
cution time across varying instance densities. The x-axis
represents instance density, while the y-axis shows time nor-
malized to SLO targets.

device management directly impact critical SLOs such as
VM startup time. Additionally, as instance density increases,
the number of devices managed by CP tasks becomes sub-
stantially higher (four times that of the low instance density
baseline), further degrading VM startup performance. To
quantitatively understand this problem, we collected data on
average VM startup time and the execution time of device
management CP tasks (§ 2.3) across different instance den-
sities in the production environment. Figure 2 shows that
CP task execution time degrades by 8%, while VM startup
time exceeds SLO targets by 3.1x at four times the baseline
instance density. These SLO violations become so frequent in
high-density, million-scale clouds, as can be observed every
day in the server fleet.
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Figure 3. CDF of data-plane CPU utilization. Each data point
represents the proportion (Y) of the dataset where data-plane
CPU utilization remains below a specified threshold (X).

Low CPU utilization in DP services. DP services em-
ploy over-provisioned CPUs to maintain low tail latency for
bursty workloads, resulting in significant CPU underutiliza-
tion. To quantify this, we collected CPU utilization metrics
from DP services (including networking and storage subsys-
tems) per second across hundreds of computing nodes over
12 hours (approximately 1.2 million records). To quantify
the distribution, Figure 3 shows a cumulative distribution
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function (CDF) plot that 99.68% of CPU utilization values fall
below 32.5% (indicating 67.5% idle CPU cycles). This ineffi-
ciency stems from production environments provisioning
CPU reserves for storage and networking subsystems based
on their peak demands.

Observation 1: DP services have ample idle CPU resources
that CP tasks can exploit to address performance bottle-
necks.

3.2 In-Depth Analysis of Production Environments

Scheduling-constrained CP tasks. Directly scheduling
CP tasks onto idle CPU cycles of DP services may introduce
latency spikes. This occurs because CP tasks frequently re-
quire system calls for operations such as NIC configuration
and logging (§ 2.3), inheriting OS preemption constraints
(e.g., non-preemptible kernel routines). During these routines,
CP tasks cannot be preempted by the OS scheduler, forcing
DP services to wait even when urgent I/O workloads arise,
thereby violating latency SLOs. Figure 4 illustrates a latency
spike caused by a non-preemptible routine (spinlock) of a CP
task. A DP service remains idle during period T1-T2. A CP
task, after user-space computation, enters kernel space and

A latency spike

| |
Non-preemptible
routine

Figure 4. An example to demonstrate how non-preemptible
routines (e.g., spinlock) in CP tasks induce latency spikes
when co-scheduled with DP services.
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Figure 5. The number of non-preemptible routines for dif-
ferent durations. The x-y means the duration ranges from x
ms to y ms.
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acquires a driver-related spinlock to perform the initializa-
tion and configuration of I/O devices. If scheduled at T1, the
CP task occupies the CPU until T3, delaying DP execution
due to the non-preemptible routine during the lock hold,
resulting in a latency spike (T2-T3).

To quantify these impacts, we traced non-preemptible
routines across dozens of computing nodes over 12 hours
in the production server fleets. Figure 5 shows the distri-
bution of long-tail occurrences (>1 ms), with over 456,000
non-preemptible routines exceeding 1 ms (94.5% lasting 1-5
ms) and a maximum duration of 67 ms. In large-scale produc-
tion environments (hundreds of thousands of nodes), each
ms-scale latency spike of DP services in latency-sensitive
scenarios (e.g., finance or live streaming) is unacceptable be-
cause it results in customer complaints and financial penal-
ties due to SLO violations.

Prohibitive deployment complexity in SmartNICs. Smart-
NICs face inherent CPU scarcity (e.g., NVIDIA BlueField-3
provides only 8 to 16 ARM CPUs [35]), necessitating light-
weight scheduling mechanisms to minimize resource con-
tention. Furthermore, the CP ecosystem comprises 300-500
heterogeneous tasks spanning C, Python, Java, Bash, and
Rust, demanding non-intrusive deployment strategies to ac-
commodate multi-language implementations without code
modification.

Observation 2: An efficient scheduling framework for co-
scheduling CP tasks and DP services must address two criti-
cal requirements: (1) eliminating ms-scale non-preemptible
routines in CP operations to achieve ps-scale scheduling
granularity, and (2) ensuring lightweight execution and full
transparency of CP tasks to enable seamless large-scale
deployment.

3.3 Limitations of Existing Works

Existing works [17, 21, 23, 29, 36] primarily focus on opti-
mizing latency-critical and best-effort tasks in bare-metal
environments (§ 2.2), rather than coordinating DP services
and CP tasks on SmartNICs. They ensure LC performance
by aggressively prioritizing it over BE tasks. However, this
strategy is incompatible with CP and DP co-scheduling, as
CP demands deterministic SLO compliance like DP (§ 3.1).
Furthermore, existing approaches exhibit three critical lim-
itations (summarized in Table 1). (1) Conventional sched-
ulers [17, 21, 36] and modern interrupt-based techniques
(e.g., UINTR [23, 29]) rely on OS-internal scheduling mecha-
nisms that cannot bypass non-preemptible routines, result-
ing in ms-scale latency spikes for DP services. (2) Solutions
like Caladan [17] and Shenango [36] employ dedicated I/O
polling threads that permanently occupy at least one CPU
core on resource-constrained SmartNICs (only 8 to 16 ARM
CPUs [35]). This significantly reduces the performance ceil-
ing of DP I/O under high workloads (if the CPU is allocated

Table 1. Comparison between prior works and Tai Chi for
coordinating DP services and CP tasks on SmartNICs.

Scheduling granulasity | Fremevorl [ Transpency
Shenango [36] ms-scale High Partial
Caladan [17] ms-scale High Partial
Concord [21] ms-scale Low Partial
Skyloft [23] ms-scale Low Partial
Vessel [29] ms-scale Low Partial
Tai Chi ps-scale Low Full

from the data plane) or degrades CP performance (if taken
from the control plane) (3) Existing approaches require in-
trusive system modifications, making them impractical for
production environments with complex CP ecosystems.

3.4 Virtualization as a Solution

SmartNICs support generalized virtualization which enables
preemptible vCPU contexts. An interesting observation is
that vCPU contexts can be interrupted at any time (VM-exit)
by an external event. This allows us to use vCPUs to iso-
late DP services and CP tasks while co-scheduling them on
the same core. By doing so, we bypass OS scheduler limita-
tions, including non-preemptible routines, thereby enabling
ps-scale scheduling precision. Therefore, vCPU contexts are
well-suited to execute additional CP tasks while safely steal-
ing idle cycles from DP services. However, traditional type-1
(such as Xen [5]) and type-2 virtualization (e.g., QEMU and
KVM) techniques present fundamental limitations for Smart-
NIC deployments.

Traditional type-1 virtualization. It places every work-
load in the same guest OS, forcing both DP services and
CP tasks to run in non-root mode. It introduces significant
performance slowdowns in DP services due to the inherent
virtualization tax: (1) inherent performance degradation (e.g.,
nested page table) when executing DP services on vCPUs
compared to physical CPU execution; (2) a 2ps scheduling
latency during vCPU context switching when CP tasks re-
linquish CPUs to DP services. Our experiments show the
introduction of a virtualization layer in the data plane results
in an average 7% performance degradation (§ 6.3).
Traditional type-2 virtualization. It is equipped with a
native SmartNIC OS, making it suitable for executing DP
services while isolating CP tasks in a separate guest OS.
However, this approach isolates DP services and CP tasks
in separate operating systems, breaking their native inter-
process communication (IPC) and violating the aforemen-
tioned Observation 2. As illustrated in Figure 1 (@ and @),
the tightly coupled DP/CP interactions rely on native high-
performance IPC mechanisms (e.g., shared memory, signals,
pipes, filesystem access, and direct function calls). Isolating
DP and CP in separated OS breaks the native IPC semantics,
necessitating intrusive code modifications to replace every
single IPC with RPC. Further, emulating a redundant guest
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Table 2. Comparison among type-1 virtualization, type-2
virtualization, and Tai Chi.

[ Type-1(Xen[5]) | Type-2 (QEMU+KVM) [ TaiChi
DP residency Guest OS SmartNIC OS SmartNIC OS
DP performance Low (virtualization tax) | Medium (a 2us scheduling latency) High
CP residency (vCPU) Guest OS Guest OS SmartNIC OS
OS count 1 2 1
DP-CP IPC Native Broken Native

OS wastes valuable CPU and memory resources, necessitat-
ing at least one dedicated CPU for both device emulation
and the guest OS, excessively encroaching on CPU resources
(NVIDIA BlueField-3 provides only 8 to 16 ARM CPUs). Our
experiments confirm this CPU wastage degrades DP perfor-
mance by 25.9% (§ 6.3). Finally, like type-1 virtualization, a
persistent 2ps scheduling latency occurs when CP tasks yield
CPUs to DP services.

Hybrid virtualization. We propose a hybrid virtualization
approach that seamlessly integrates vCPU contexts with
physical CPU contexts within the native SmartNIC OS. This
methodology eliminates traditional virtualization overheads
while preserving native DP-CP IPC semantics. Specifically,
it exposes a set of vCPUs as additional physical CPUs to the
SmartNIC OS, enabling the OS to schedule tasks across all
CPUs without modifications. CP tasks execute on vCPUs
and can be preempted at ps-scale granularity, circumventing
limitations of non-preemptible routines. Then, it runs DP ser-
vices directly on physical CPUs without virtualization layers,
avoiding performance degradation from virtualization. Last,
the OS kernel supports various inter-core IPC mechanisms
through inter-processor interrupts (IPIs) and shared mem-
ory. The hybrid virtualization leverages IPI orchestration and
unified memory layer to share the same native OS between
vCPUs and physical CPUs, maintaining native CP-DP IPC
semantics. Table 2 demonstrates that Tai Chi overcomes the
disadvantages of these traditional methods.

Observation 3: A software-oriented hybrid virtualiza-
tion architecture eliminates virtualization-induced resource
overhead, preserves native DP-CP IPC semantics, and effec-
tively overcomes limitations of non-preemptible routines.

Hiding scheduling latency. The aforementioned 2ps sched-
uling latency during vCPU context switching still exists in
hybrid virtualization environments when CP tasks (vCPU
contexts) relinquish CPUs to DP services. SmartNICs give
us a chance to hide it. DP services leverage SmartNIC I/O
hardware accelerators for I/O offloading (§ 2.3). These accel-
erators detect I/O workloads earlier than DP services, creat-
ing a window to proactively preempt CP’s vCPUs, thereby
hiding the 2us scheduling latency. Figure 6 illustrates timing
breakdowns of SmartNIC I/O packet processing (including
networking and storage) for packet sending (packet receiv-
ing is identical): @ the device driver sends an I/O request to
the SmartNIC; @ the accelerator preprocesses (2.7s) the I/O
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Figure 6. The breakdown of processing I/O packets in DP
services.

request, including moving the data from the original buffer
to its internal buffer and processing the payloads; @) transfer-
ring (0.5us) the preprocessed packets to the memory shared
with the corresponding DP service; @ DP services poll new
packets and perform software-based packet processing.

DP services

Observation 4: By leveraging the 3.2ps I/O preprocessing
window (@) and €)), we can hide the 2ps scheduling latency

incurred during vCPU context switching.

4 Design

Based on the aforementioned observations and analysis, we
propose Tai Chi, a two-layer architecture (shown in Fig-
ure 7a) that enables OS-transparent hybrid virtualization.
From the perspective of the SmartNIC’s native OS, additional
CPUs (virtualized by Tai Chi) are provisioned as if they are
physical CPUs (pCPUs), enabling the OS to schedule tasks
across all CPUs without modifications. Standard tools such
as Iscpu perceive them all as real physical cores. However, im-
plementing the aforementioned hybrid virtualization is non-
trivial, as it necessitates achieving the following objectives:
(1) OS transparency: achieving normal physical CPU-like
inter-processor interrupt (IPI) communication and establish-
ing identical memory views between vCPUs and pCPUs;
(2) efficient vCPU scheduling: dynamically scheduling CP
vCPU onto DP pCPUs while ensuring SLO compliance for
both DP services and CP tasks. To achieve OS transparency,
Tai Chi designs a unified IPI orchestrator that intercepts and
simulates IPIs between vCPUs and pCPUs. Tai Chi imple-
ments a 1:1 mapping between guest physical addresses and
host physical addresses to ensure a consistent memory view
for processes executing on vCPUs and pCPUs. For efficient
vCPU scheduling, Tai Chi introduces the vCPU scheduler
and the hardware-software co-design workload probe to dy-
namically map these vCPUs to idle pCPUs without violating
SLOs for either CP tasks or DP services.

Figure 7b illustrates a high-level overview of Tai Chi. Tai
Chi consists of three main components: the vCPU scheduler
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Figure 7. The demonstration of Tai Chi.

(8§4.1), the unified IPI orchestrator (§4.2), and the software-
hardware cooperative workload probe (§4.3).

Tai Chi deploys over-provisioned CP tasks on vCPUs. To
enable DP-to-CP scheduling that utilizes idle DP CPU cy-
cles to run vCPUs (CP tasks), the software workload probe
provides an adaptive yield algorithm that monitors consecu-
tive empty-polling counts (indicating I/O idleness) of every
DP service. If the software workload probe identifies that
a CPU becomes idle (@), it notifies the vCPU scheduler
(@). The scheduler then selects a vCPU and triggers con-
text switching by delivering a dedicated softirq to an idle
CPU (@), which activates registered softirq handlers to exe-
cute a CP task in the vCPU context (@). Subsequently, the
vCPU scheduler updates corresponding CPU state records in
the hardware workload probe to "V-state" (denoting vCPU
contexts) for future CP-to-DP scheduling coordination (@).
This mechanism breaks ms-scale non-preemptible routines
in CP tasks through vCPU execution, achieving microsecond-
granularity scheduling while ensuring CP SLOs and enhanc-
ing CPU utilization via DP-to-CP scheduling.

To ensure DP SLOs, Tai Chi directly deploys DP services
on pCPUs to avoid data-plane virtualization overhead. Addi-
tionally, Tai Chi implements the hardware workload probe
in the SmartNIC’s programmable I/O accelerator to leverage
I/O preprocessing windows (§ 3.4) for proactively restor-
ing DP executions (CP-to-DP scheduling). When detecting
a DP I/O packet (@), the hardware probe verifies the desti-
nation CPU state of the I/O packet. If the CPU is in vCPU
state (V-state), the probe triggers an interrupt request to the
destination CPU (@), inducing a VM-exit to halt the vCPU
and return control to the vCPU scheduler. The scheduler
then restores the DP context, resumes DP service execution
(®), and updates the CPU state to P-state (denoting pCPU
contexts and masking interrupt) in the hardware workload

probe (@). The CPU state is used to avoid persistently issu-
ing interrupts to DP services running on pCPUs (P-state),
causing performance degradation. This mechanism overlaps
DP service restoration with I/O preprocessing windows, ef-
fectively hiding virtualization-induced scheduling latency
to guarantee DP SLOs.

To ensure seamless sharing of the SmartNIC OS between
vCPUs and pCPUs and achieve native IPC, Tai Chi introduces
the unified IPI orchestrator to integrate vCPUs and pCPUs in
a same OS. This IPI orchestrator hooks into the OS’s IPI dis-
patch mechanism and routes IPIs to target vCPUs or pCPUs.
Based on this unified IPI orchestrator, Tai Chi then registers
vCPUs as native CPUs to the OS, allowing CP tasks to bind
to vCPUs via standard CPU affinity mechanisms without
requiring code modifications.

4.1 vCPU Scheduler

To achieve a hybrid virtualization framework, Tai Chi co-
locates vCPUs with pCPUs within a single OS (§ 4.2). This
design requests context switching between vCPUs and pC-
PUs within the same OS. To address this, the vCPU scheduler
implements a softirq-based context switching mechanism.
A softirq-based vCPU scheduling mechanism. (1) pCPU-
to-vCPU context switching: When the software workload
probe notifies an idle DP CPU, the vCPU scheduler selects a
vCPU from the runnable queue via round-robin policy and
raises a dedicated softirq on the idle CPU to prepare the vCPU
execution. The corresponding softirq handler prepares the
vCPU context, saves the current pCPU state, and performs
the context switch. (2) vCPU-to-pCPU context switching:
Upon vCPU time slice expiration or CP-to-DP scheduling
requirements, the scheduler saves the vCPU context, restores
the pCPU state, exits the softirq, and resumes native DP
service execution.
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Figure 8. A demonstration of (a) registering vCPU as native
CPU on OS and (b) intercepting and routing IPIs.

An adaptive vCPU time slice. Fixed vCPU time slices can
increase unnecessary and costly VM-exits, even when DP
services remain idle. To minimize such overhead, the vCPU
scheduler dynamically adapts time slices based on VM-exit
reasons, thereby aligning scheduling granularity with actual
DP patterns. The initial vCPU time slice is set to 50us and
dynamically adjusted based on VM-exit reasons. If vCPU
time slice expiration causes VM-exit, the vCPU scheduler
doubles vCPU time slices (e.g., 50us to 100us) under the
assumption of persistent DP CPU idleness, reducing the
frequency of VM-exits. If the hardware workload probe (§ 4.3)
causes VM-exit, the vCPU scheduler resets the vCPU time
slice to 50ys.

Safe CP-to-DP scheduling in lock context. When a CP
task holds a lock (such as a spinlock, detailed in § 3.2), a CP-to-
DP scheduling that preempts the vCPU of the CP task risks
deadlock. This occurs if the preempted vCPU is unscheduled
for an extended period while other threads (running on other
pCPUs or vCPUs) depend on it to release the lock. To resolve
this, Tai Chi immediately reschedules the preempted vCPU
onto an idle DP’s pCPU to continue execution. If no idle
DP pCPU is available (an event with extremely low proba-
bility PN, where P denotes the probability of a DP’s pCPU
being busy and N represents the count of DP pCPUs), the
preempted vCPU is scheduled onto a dedicated CP’s pCPU
via round-robin scheduling. This process guarantees forward
progress, eliminating the risk of deadlocks or hung tasks.

4.2 Unified IPI Orchestrator

To eliminate virtualization overhead from device emulation
and guest OS operations, Tai Chi enables vCPUs and pCPUs
to share a single OS. However, direct IPI communication
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void polling_IO_queue(uint32_t qid) {
. // Initialization
uint32_t empty_polling_num = 0;
while (true) {

uint32_t packet_num = rte_eth_rx_burst(qid);

if (packet_num == 0) {
empty_polling_num++;
} else {

empty_polling_num = 0;
. // Processing I/0 packets
3

if (empty_polling_num > threshold)
notify_idle_DP_CPU_cycles(); // Notify Tai Chi

}

Figure 9. A code snippet demonstrating polling I/O packets
and how to notify Tai Chi of an idle CPU cycles in DP ser-
vices.

between vCPUs and pCPUs is infeasible. The unified IPI or-
chestrator addresses this by intercepting all IPI transmissions
and routing IPIs according to CPU state (virtual or pCPU).
Intercepting and routing IPIs. IPIs involve source CPU
and destination CPU. As illustrated in Figure 8b, the unified
IPI orchestrator operates in two phases. In the source CPU
phase, no special action is taken if the source CPU is a pCPU.
For a vCPU source, a VM-exit is triggered to return control
to the vCPU scheduler, which reissues the IPI, thereby ensur-
ing proper IPI propagation across virtualization boundaries.
Then, the unified IPI orchestrator steps into destination CPU
phase. For pCPU destination, IPIs are delivered via low-level
Model-Specific Register (MSR) writes. If a destination CPU
is runnable or running vCPU, the unified IPI orchestrator
directly injects IPIs. If a destination CPU is sleeping vCPU,
the orchestrator first awakens the vCPU and subsequently
delivers the interrupt.

While Tai Chi provides vCPU contexts for CP task exe-
cution, modifying hundreds of heterogeneous CP tasks to
assign CP tasks to vCPU contexts is impractical. To address
this, Tai Chi leverages the unified IPI orchestrator to register
vCPUs as native CPUs on the OS, allowing CP tasks to run
on vCPUs via standard CPU affinity binding without code
modifications.

As shown in Figure 8a, the vCPU scheduler creates vCPUs
with metadata (e.g., CPU ID, LAPIC ID) and registers them
with the OS. Initially, these vCPUs appear as offline CPUs
to the OS. Tai Chi sends CPU initialization and boot-related
IPIs to these offline vCPUs, triggering their activation. Those
IPIs are intercepted by unified IPI orchestrator and routed to
target vCPUs. Once vCPUs finish initialization, these vCPUs
are online and the OS treats vCPUs as native CPUs, allowing
binding CP task to vCPUs via standard affinity configuration.

4.3 Workload Probe

In this section, we define yield as DP releasing CPU re-
sources to CP, and preempt as DP reclaiming CPU resources
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from CP. Achieving efficient scheduling between CP and DP
is challenging: (1) For DP-to-CP yielding, Tai Chi should yield
idle DP CPU cycles to CP as much as possible. However, strik-
ing a balanced yielding point empirically is difficult, given
the varied patterns of DP workloads in the real world. (2) For
CP-to-DP preemption, Tai Chi should promptly switch back
to DP services to prevent latency spikes in I/O path, yet vir-
tualization inherently introduces a 2ps scheduling overhead
during context switching.

To address challenge (1), Tai Chi implements a software
workload probe that employs adaptive yielding algorithm
to dynamically adjust DP-to-CP yield criteria based on VM-
exit reasons. To address challenge (2), Tai Chi implements
hardware workload probe that leverages SmartNIC I/O pre-
processing windows to achieve proactively preemption and
hide virtualization scheduling latency.

Adaptive yielding algorithm. DP services poll for new I/O
requests and empty polling (lines 6-8 in Figure 9) indicates an
idle state. When the empty-polling count exceeds a threshold,
idle DP CPU cycles are detected, triggering a yield (line
14 in Figure 9). This threshold is introduced to filter out
exceedingly short idle periods. Without this filtering, a high
frequency of such short idle periods can induce frequent
context switching between CP and DP, resulting in latency.

A naive approach uses a fixed threshold (N) of consecutive
empty polls to confirm idleness. However, an overly large
N wastes CPU resources, while an overly small N increases
false positives. Tai Chi employs an adaptive algorithm. N
starts with an initial value and is adjusted based on VM-exit
reasons. If the expiration of a vCPU time slice triggers a
VM-exit, this indicates sustained idleness in the DP CPU,
which prompts the system to decrease the N. This adjust-
ment enables the dynamic reallocation of a larger proportion
of idle CPU cycles to CP tasks. If the vCPU is preempted by
hardware workload probe (indicating a false-positive yield),
N increases. This dynamically optimizes idle detection, bal-
ancing false positives and CPU utilization.

Hardware workload probe. As shown in Figure 10, the
programmable I/O hardware (§ 2.2) provides I/O preprocess-
ing windows (@ and @)). Based on this observation, Tai Chi

implements a hardware workload probe. The probe main-
tains internal CPU state information for all pCPUs, which
is updated by the vCPU scheduler. Prior to I/O preprocess-
ing (@), the probe inspects the destination CPU’s state of
an I/O packet. When detecting a vCPU state (V-state), the
probe asynchronously triggers an interrupt request (IRQ) to
the target CPU, notifying the vCPU scheduler to resume DP
service execution. Then, the vCPU scheduler transitions the
CPU state to pCPU (P-state). By overlapping vCPU preemp-
tion with I/O preprocessing windows, it effectively hides
virtualization scheduling overhead.

5 Implementation

Tai Chi’s implementation comprises two components: a soft-
ware module (approximately 5,800 lines) implementing a
hybrid virtualization framework as a Linux kernel module,
and a hardware component (approximately 30 lines) modify-
ing programmable I/O processing accelerators to realize the
hardware workload probe.

To enable unified IPIs, Tai Chi intercepts all IPIs via the ker-
nel’s x2apic_send_IPI function. For data-plane deployment,
Tai Chi introduces a dedicated notify_idle_DP_CPU _cycles
API that allows DP services to notify idle CPU time slices
with minimal code modifications (requiring fewer than 10
lines). Since vCPUs are registered as native CPUs, CP tasks
are deployed by binding them to vCPUs and CP-dedicated
physical CPUs through standard CPU affinity configuration
(e.g., cgroup), and DP services are exclusively pinned to phys-
ical CPUs.

Tai Chi utilizes Posted-Interrupt technology [47] to mini-
mize vCPU VM-exit overhead, and maintains compatibility
with other hardware virtualization features, such as IPIv.

6 Evaluation

In this section, we validate that Tai Chi effectively addresses
the aforementioned challenges by quantitatively answering
the following questions:

Q1: What performance improvements does Tai Chi deliver
for CP tasks (§ 6.2)?

Q2: Is the hybrid virtualization mechanism sufficiently light-
weight to minimize virtualization overhead while preserving
data-plane performance (§ 6.3)?

Q3: Can the hardware workload probe effectively hide virtu-
alization induced scheduling latency to ensure low-latency
DP operations (§ 6.4)?

Q4: Does it minimize performance degradation on DP ser-
vices (§ 6.5)?

Q5: Can Tai Chi maintain CP’s SLOs in production environ-
ments, even under high CP stress (§ 6.6)?
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Table 3. Benchmarks with experiment setup and metrics for the evaluation.

Name Case Experiment setup Metrics
synth_cp synth_cp A synthetic CP benchmark with high-concurrency support. The execution time of CP tasks.
fio [45] fio_rw Using 16 threads with libaio to assess 4KB block performance. IOPS and bandwidth (bw).

udp_stream | Measuring UDP bandwidth with 64 concurrent connections.

Average RX bandwidth (avg_rx_bw).

netperf [33] tep_stream | Assessing TCP throughput with 64 concurrent connections. Average RX and TX packet per second (avg_rx_pps and avg_tx_pps).
tep_rr Testing TCP long-connection with 1,024 concurrent connections. avg_rx_pps and avg_tx_pps.
tep_crr Testing TCP short-connection with 1,024 concurrent connections. | Connections per second (CPS), avg_rx_pps, and avg_tx_pps.
sockperf [4] udp Measuring average, p99, and p999 latencies within 300 seconds. udp_avg_lat, udp_p99_lat, and udp_p999_lat.
tep Testing average, p99, and p999 latencies within 300 seconds. tep_avg_lat, tep_p99_lat, and tcp_p999_lat.
ping ping Measuring a Round-Trip Time within 30 minutes. Minimum, maximum, and mean deviation of latencies.

6.1 Methodology

Experimental setup. We deployed and evaluated Tai Chi in
an laa$ production environment (VM scenario with Smart-
NICs as described in § 2.2). In this environment, DP services,
including networking and storage, along with CP tasks, run
on the SmartNICs to provide I/O performance acceleration
for VMs on the host. Detailed specifications of the Smart-
NICs, host compute nodes, and VMs are presented in Table 4.
Baseline. Existing scheduling systems [17, 21, 23, 29, 36]
designed for bare-metal environments to coordinate LC and
BE tasks cannot be effectively deployed on SmartNICs for
co-scheduling DP and CP, as they risk violating both DP
and CP SLOs (§ 3.3). We adopt the static allocation strategy
widely deployed in production environments as the base-
line. This static deployment we compare against serves as a
valid SOTA, because it includes numerous co-optimizations
in scheduling and resource management used in produc-
tion [26-28, 52], which are essential for our products to de-
liver market-leading performance. This approach dedicates
fixed CPU resources to DP (8 physical CPUs) and CP (4 phys-
ical CPUs) respectively, as evidenced by its broad adoption
in SmartNIC deployments [3, 16, 27, 52], thereby enabling a
rigorous apples-to-apples comparison.

Benchmarks and Metrics. To comprehensively evaluate
Tai Chi, we employ five benchmarks and two real-world
workloads. The synth_cp benchmark is an in-house synthetic
benchmark designed to emulate classic CP tasks that access

Table 4. Environment Configuration.

Types Hardware Configuration

Connection: PCle GEN3, 8 lanes

SmartNIC | Max physical network bandwidth: 200 Gb/s
CPU: 12 CPU

AMD EPYCTM Genoa 9T24

Host CPU: 96 CPU@2.70GHz in 2 sockets
Memory: 1TB DRAM

96 vCPUs, 384GB RAM

Linux kernel version: 5.10

NIC device: dual queue virtio-net x1
Block device: virtio-blk x4

VM
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Figure 11. Evaluating average execution time under various
control-plane concurrency.

non-preemptible kernel routines. The synth_cp benchmark
supports high-concurrency multithreading to stress-test the
control plane. We tune the synth_cp to set the execution time
of each task to 50ms, simulating a typical CP task while ensur-
ing reproducible results. In addition, we evaluated the data
plane performance under Tai Chi using fio [45], netperf [33],
sockperf [42], and ping tool, with detailed configurations
and metrics summarized in Table 3.

Real workload. The MySQL [32] workload is an open-
source relational database management system known for
its high performance, reliability, and ease of use. We gener-
ated workloads using 192 sysbench [44] threads and mea-
sured both average and peak query throughput (max_query
and avg_query) alongside transaction number (max_trans
and avg_trans). The Nginx [34] workload serves as a high-
performance web server. To evaluate the performance of
Nginx as a web server, we utilized wrk [51] to measure aver-
age requests per second under 10,000 concurrent connections
for both HTTP and HTTPS protocols.

6.2 Control-Plane Performance

To quantify Tai Chi’s control-plane performance improve-
ments, we leverage the syn_cp benchmark to generate con-
current CP tasks distributed evenly across control-plane
CPUs. Data-plane CPU utilization is maintained at 30%, con-
sistent with production p99 case (§ 3.1).

Figure 11 shows the average CP task execution time un-
der varying concurrency levels. Tai Chi achieves 4X higher
performance than the baseline at 32 concurrent tasks. This
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improvement originates from Tai Chi’s virtualization of idle
DP CPU cycles as vCPUs, dynamically expanding available
compute resources for the control plane.

6.3 Hybrid Virtualization

In this experiment, we compare the unmodified static par-
titioned SmartNIC environment as baseline with three dis-
tinct virtualization implementations. (1) Tai Chi: the full
package with all aforementioned features and optimizations.
(2) Tai Chi-vDP (emulating type-1 virtualization): identical
to Tai Chi except that DP services run in vCPU contexts.
(3) Traditional type-2 virtualization (QEMU and KVM). By
contrasting the baseline with Tai Chi-vDP, we quantify the
performance benefits of executing the DP directly on phys-
ical CPUs. The comparison between the baseline and tra-
ditional type-2 virtualization evaluates performance gains
from eliminating device emulation overhead and guest OS.
The netperf (tcp_crr) benchmark and fio are utilized to
evaluate networking and storage DP performance (other test
cases exhibit analogous results). As illustrated in Figure 12
and Figure 13, the introduction of a virtualization layer in
the data plane results in an average 8% network throughput
overhead and 6% IOPS degradation in Tai Chi-vDP, because
of the VM-exit and the nested page table. Traditional type-
2 virtualization incurs substantially higher penalties, with
26% average network overhead and 25.7% IOPS degradation.
This disparity stems from traditional type-2 virtualization’s
requirement to exclusively occupy a CPU at least, which

700
600+
X
=500
®
S 400
£ ]
£ 300
Z 200
1004
0

[.-]Baseline Tai Chi ) Tai Chi-vDPRXJ QEMU+KVM

BN

cps avg_rx_pps

avg_tx_pps

Figure 12. Evaluating network performance (connection
per second, average RX packets per second, and average TX
packets per second) by benchmark netperf (tcp_crr).
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Figure 13. Evaluating storage IOPS performance by bench-
mark fio (fio_rw).

Table 5. RTT across three mechanisms.

Mechanism Min (ps) | Avg (ps) | Max (ps) | Mdev (ps)
Baseline 26 30 38 5
Tai Chi 27 30 38 5
Tai Chi w/o HW probe 32 37 115 9
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Figure 15. The performance of MySQL.

severely impacts CPU-constrained SmartNICs by competing
for data-plane CPU resources (only 8 data-plane CPUs) and
degrading performance. In comparison, Tai Chi incurs negli-
gible overhead (0.2% network and 0.06% storage overhead)
with comparison of the baseline, These results demonstrate
that hybrid virtualization implemented in Tai Chi preserves
near-native data plane efficiency.

6.4 Hardware Workload Probe

To evaluate the performance of the hardware workload probe
(§ 4.3), we employ the ping tool to compare Round-Trip
Time (RTT) across three scenarios: (1) the baseline, (2) Tai
Chi, and (3) Tai Chi without hardware workload probe (Tai
Chi w/o HW probe). As summarized in Table 5, Tai Chi
without the probe incurs 23%, 23.3%, 203%, and 80% overhead
in minimal RTT, average RTT, maximum RTT, and RTT
mean deviation compared to the baseline, whereas Tai Chi
achieves near-identical performance to the baseline. This
demonstrates that the hardware workload probe effectively
leverages I/O preprocessing windows to preemptively yield
vCPU resources, thereby hiding vCPU scheduling latency
and ensuring low-latency data plane operations.
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Figure 16. The performance of Nginx.

6.5 Data-Plane Performance

To comprehensively evaluate the impact of Tai Chi on data-
plane performance, we compare Tai Chi with the baseline us-
ing netperf (udp_stream, tcp_stream, and tcp_rr cases), sock-
perf (udp and tcp cases), and real-world workloads (MySQL
and Nginx).

Figure 14 presents the normalized results for netperf and
sockperf benchmarks. Tai Chi introduces an average over-
head of 0.6%, with a peak of 1.92% in the avg_tx_pps for
the tcp_stream benchmark. To evaluate the performance
of MySQL, we generate a load by 192 concurrent sysbench
threads. As illustrated in Figure 15, Tai Chi exhibits 1.56% av-
erage overhead (peaking at 1.63% in average query through-
put). Figure 16 shows the performance of Ngnix for HTTP
and HTTPS workloads under 10K concurrent connections.
The result shows Tai Chi incurs 0.51% average overhead (up
to 1% in short-connection scenarios) for average requests per
second. The DP performance overhead stems from cache and
TLB pollution caused by scheduling vCPUs onto DP CPUs.

Tai Chi incurs an average 0.7% data plane overhead (up
to 1.92%) while delivering substantial control-plane perfor-
mance improvements (§ 6.2). This efficiency stems from three
key design principles. (1) DP services operate directly on
physical CPUs, eliminating virtualization overhead. (2) The
hardware workload probe anticipates I/O workload arrivals,
enabling the vCPU scheduler to yield vCPUs in advance,
thereby ensuring low-latency DP services. (3) The vCPU
context breaks non-preemptible routines in CP tasks pre-
vents latency spikes for DP services.

6.6 Tai Chi in Production

Tai Chi has been deployed in one of the world’s largest cloud
service providers for over three years. No I/O SLO violations
were reported by users during Tai Chi upgrade and sustained
phases. Next, we present production data gathered from the
deployment of Tai Chi.

In high instance density environments, the control plane
must manage significantly more I/O devices, necessitating in-
creased CPU resources. We collected the average VM startup
times in production environments with and without Tai Chi
under such conditions. As shown in Figure 17, deployments
utilizing Tai Chi achieve a 3.1 reduction in average VM
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Figure 17. The average startup time in different instance
density. The x-axis shows the instance density normalized by
a normal instance density, and the y-axis show the average
VM startup time normalized by CP SLOs.

startup latency compared to production environments with-
out Tai Chi. This result demonstrates Tai Chi ’s ability to
ensure CP SLOs even under extreme CP contention.

7 Related Work

Preemptive scheduling. Many works [23, 24, 29] focus on
scheduling LC and BE tasks in a bare-metal scenario Shin-
juku [24] leverages Dune [6] to implement a single-address
space operating system that enables preemption at the mi-
crosecond scale. However, Shinjuku enforces preemption
every 5 microseconds, which introduces significant over-
head [13]. In contrast, Tai Chi designs the hybrid virtualiza-
tion and hardware workload probe to ensure low tail latency
for DP services.

User-level core reallocation. Many systems [4, 7, 14, 17, 25,
31, 36, 37, 39, 49] are built on thread or core reallocation to
enhance CPU efficiency. For instance, Perséphone [14] differ-
entiates between short-running and long-running requests,
keeping a limited number of cores idle to ensure low tail
latency for short-running tasks while selectively enabling
work conservation through work stealing to enhance CPU
efficiency. However, these scheduling methods incur addi-
tional CPU resource consumption, making them unsuitable
for deployment in resource-constrained environments like
SmartNICs.

Resource partitioning. Prior systems [18, 22, 38, 46] stat-
ically partition resources. While these approaches success-
fully achieve low tail latency, they often result in poor CPU
efficiency, as each partitioning must be provisioned with
enough resources to handle peak loads. This inefficiency
can lead to significant CPU waste [48], which is unaccept-
able in real production environments. Dynamic resource
partitioning has been explored in systems such as Tessella-
tion [11], PARTIES [8], SEDA [50], PerfIso [20], and Hera-
cles [30]. However, none of these systems are able to achieve
microsecond-level tail latency. Tai Chi introduces a hybrid
virtualization that schedules vCPUs at ps-scale time-slice
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granularity to schedule CP tasks during idle time slices in
DP services.

8 Discussions

Enhanced data-plane performance. Tai Chi proposed
in this paper primarily optimizes CP performance in high-
density environments. However, its architectural principles
can be inversely adapted to enhance DP throughput in low-
density scenarios where CP workloads demand reduced in-
tensity. As a proof of concept, we reallocated 50% of CP’s
physical CPUs to DP services through Tai Chi’s dynamic
resource partitioning, achieving 39% higher peak IOPS and
43% more connections per second. Crucially, despite the CP’s
reduced static resource allocation, its performance remains
consistent with baseline measurements, by leveraging idle
DP cycles.

An always-preemptible kernel-space context. It is a clas-
sic priority inversion issue in an operating system where
high-priority tasks cannot preempt low-priority kernel-space
tasks in real-time when non-preemptible kernel routines are
being executed in low-priority tasks. Tai Chi’s hybrid virtu-
alization framework introduces a universal scheduling mech-
anism for Linux kernels, featuring an always-preemptible
kernel-space execution context. This design specifically ac-
commodates low-priority tasks requiring kernel access while
maintaining deterministic responsiveness for high-priority
real-time workloads.

On-demand instruction-level auditing. After integrat-
ing hybrid virtualization into the Linux kernel, the vCPU
contexts in hybrid virtualization enable instruction-level au-
diting capabilities to monitor, log, and intercept privileged
instructions of target applications. Specifically, OS with hy-
brid virtualization supports flexible on-demand auditing for
arbitrary applications through CPU affinity management.
When auditing is required, the OS can instantiate vCPUs
and migrate target applications into the auditing domain via
CPU affinity configuration. Upon audit completion, applica-
tions are transparently migrated back to physical CPUs while
terminating the vCPUs. This instruction-level telemetry de-
livers granular data for security analysis and performance
optimization without persistent runtime overhead.

9 Future work

Further optimizations. The current approach in DP ser-
vices solely relies on internal statistics of empty polling
counts to release DP CPU resources, which still incurs in-
efficient CPU cycle utilization. Future optimizations could
integrate information from programmable hardware I/O ac-
celerators, such as packet metadata from preprocessing I/O
pipelines, to enable a multi-dimensional assessment of DP
CPU idle status and achieve more precise CPU resource
relinquishment. Additionally, we consider cache and TLB
isolation techniques to eliminate performance degradation

on DP services caused by scheduling CP tasks on DP CPUs,
further enhancing system performance.

Tai Chi as a general-purpose framework. In this paper,
we leverage Tai Chi to enhance scheduling efficiency in
SmartNIC environments. While our implementation focuses
on this specific use case, we posit that with architecture-
aware tailoring and domain-specific optimizations, Tai Chi
can serve as a general-purpose scheduling framework in any
system sharing SmartNIC’s fundamental constraints, partic-
ularly those requiring coordinated management of heteroge-
neous workloads. A prime example would be co-scheduling
latency-sensitive online services and batch-oriented offline
tasks within resource-constrained edge devices. We leave
this work for future research.

10 Conclusions

We introduce Tai Chi, an innovative method that utilizes hy-
brid virtualization to seamlessly integrate virtual CPUs and
physical CPUs within the same operating system. This seam-
less integration equipped with a hardware workload probe
transparently enhances SmartNIC CPU utilization without
adversely affecting DP performance. Additionally, Tai Chi
unifies IPIs between vCPU and physical CPUs, enabling to
represent vCPUs as native CPUs within a single OS. This
transparency supports deploying Tai Chi on CP tasks with-
out code modifications.
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